
ABSTRACT

This paper describes the 1997 CMU DARPA Hub 4 Spanish
Broadcast News Transcription system. The system we present is
based on the CMU SPHINX-III recognizer and uses a single set
of acoustic and language models. The decoding process is per-
formed in two passes: a Viterbi search and a directed acyclic
graph (DAG) search are performed on the first recognition stage.
The second recognition stage is similar to the first stage except
that it is performed using models adapted through maximum-
likelihood linear regression (MLLR). We describe the issues
relating to the design and development of the acoustic models,
language models and lexicon. Developmental results and an
analysis are presented.

1. INTRODUCTION

As advances in speech recognition technology allow shifting the
focus of research into less restrictive domains such as the open
transcription of broadcast news shows, further areas of applica-
tion become feasible present new research challenges. The exten-
sion of current systems into foreign languages is such challenge.
While large vocabulary multilingual speech recognition has been
an area of intensive work at many research centers (e.g. [6, 8]),
comparative tests in spontaneous multilingual speech recognition
had been possible previously primarily in the context of the
DARPA Hub 5 “Switchboard” evaluation. The 1997 DARPA
Hub 4 non-English (NE) Evaluation provided for the first time a
context for the evaluation of speech recognition systems on for-
eign language broadcast news material. In addition to the chal-
lenges we face in the English broadcast news domain, new issues
related to the development of systems that recognize specific for-
eign languages must be addressed. In this paper we describe our
experience developing the CMU 1997 Spanish Broadcast News
Transcription system.

The Spanish component of the 1997 Hub-4 NE evaluation,
includes 30 hours of standard speech training material collected
from various different sources. One hour of the training material
was specified as the development set. The evaluation material
consisted of one hour of data recorded from a different set of
dates from the training data. The material used for this evaluation
reflects the characteristics and challenges of its English counter-
part: unknown speakers, various acoustic and channel conditions,
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the presence of music etc. In addition. the evaluation also reflects
the wide range of speaking styles and dialects that exist in Latin
American and peninsular Spanish.

The CMU 1997 Spanish Broadcast News system is based on the
CMU SPHINX-III speech recognition system. Even though the
SPHINX system has previously been used for the development
of foreign-language small-vocabulary application-specific sys-
tems at CMU [4], and for moderate-vocabulary tasks elsewhere
[1], this is the first time that a large-vocabulary continuous-den-
sity foreign language system has been developed using the
SPHINX-III platform. Since no appropriate acoustic or language
models in Spanish, nor a dictionary or lexicon, were directly
available to us, this task required that we design and develop a
complete system from scratch.

In this paper we address the major issues related to the develop-
ment of the 1997 Spanish Broadcast News Evaluation. Because
of the differences across languages, fundamental system parame-
ters such as the size of the vocabulary and language models and
the dimensions of the acoustic models must be reviewed. For
example, the Spanish language includes numerous word inflec-
tions with respect to change of speaker and tense for verbs with
respect to change of gender for nouns and adjectives. This ren-
ders the definition of a word list that provides a low out-of-
vocabulary (OOV) rate while maintaining high recognition accu-
racy much more challenging than in English. In Section 2 we
provide a short overview of the structure of our decoder. In Sec-
tion 3 we describe the characteristics of our lexicon. In Sections
4 and 5 we describe the development process and structure of our
language and acoustic models, respectively. Finally, Sections 6
and 7 contain our discussion of results from the developmental
test set as well as our concluding remarks.

2. SYSTEM OVERVIEW

The CMU 1997 Spanish Broadcast News Hub 4-NE system is a
continuous-density senonically-tied HMM speech recognizer
based on the CMU SPHINX-III English-language broadcast
news system [11]. The main characteristics of the system models
and lexicon are:

•  A single set of full-bandwidth acoustic triphone models: 2500
senones with 8 Gaussian densities per mixture trained exclu-
sively on the 30-hour Spanish training set provided by LDC.

• A backoff trigram language model containing 1.6 M bigrams
and 3.5 M trigrams, trained principally on a prefiltered of the



Spanish Language News Corpus, a database consisting of
157M words of Spanish newspaper text provided by the LDC,
and then supplemented by the transcripts from the Hub 4-NE
training and development test set data.

• A lexicon consisting of approximate 40K entries, trained with
a mixture of Spanish newspaper text and broadcast news tran-
scripts in the same way as the language model

2.1. Decoder configuration

The parametrization, segmenting, and recognition phases of the
system are performed in the following way: audio input is con-
verted into cepstra, delta cepstra, and delta delta cepstra, each
with 13 coefficients, and segment boundaries are automatically
generated using the technique described in [12]. The segmenter
parameters were modified to decrease the number of segments
and increase the average segment duration. This has two implica-
tions: fewer errors are introduced by avoiding the generation of
boundaries in the middle of utterances, and longer segments can
be used directly for adaptation without having to cluster the seg-
ments. Acoustic classification is not performed on the resulting
segments; a single set of acoustic models is employed for all
incoming speech. A Viterbi beam search and DAG lattice rescor-
ing is performed on each segment after the parametrization and
segmentation. For each segment a Viterbi beam search is then
performed, producing a word lattice and a best-path hypothesis.
A global best path is generated from the word lattice according to
the trigram grammar [9]. Single class maximum-likelihood linear
regression (MLLR) [7] matrices are computed for each segment
in an unsupervised fashion utilizing the best hypothesis for each
segment obtained in the fist decoding pass.

A second Viterbi beam search and DAG lattice rescoring pass is
then performed. This second decoding pass, similar in structure
to the first decoding one, is performed using the compensated
models obtained from the MLLR regression matrix and the
uncompensated acoustic models. The global best path of this
pass is the final hypothesis for each segment.

The fact that a single set of acoustic models is used for the whole
process results in a system that does not rely on gender, environ-
mental, or channel classification. This simplifies the topology of
the overall decoding process. However, for this kind of system to
produce good results, the acoustic models must perform reason-
ably well under the different acoustic conditions that it encoun-
ters.

3. LEXICON

The 40,000-word vocabulary consists of the most common
35,000 words observed in the Spanish Language News Corpus
distributed by the LDC, supplemented by an additional 5000
words from the Hub 4-NE transcripts not observed in the first
corpus. The development process consisted of defining the level
of detail the pronunciations would have, defining the size and
composition of the lexicon, and generating the word pronuncia-
tions.

3.1. Phonetic set definition

An important initial decision to be made was the specification of
the level of detail desired for the word pronunciations. The pro-
nunciations associated with each word should have sufficient

information to allow for good recognition accuracy. On the other
hand, only limited time was available for developing the system,
so we needed to obtain pronunciations automatically from text
transcription without providing dialect information about the
speaker. Furthermore, the pronunciations should be constructed
using a phonetic set that contains enough information for recog-
nition but is at the same time sufficiently compact to allow robust
training of the acoustical models. Given these constraints we
opted for a set of phonemes and a pronunciation specification
that would not include stress information, syllabic division, or
dipthongs. The phoneme/θ/, which is uttered primarily by speak-
ers from northern and central Spain, was not included and its
possible realizations were mapped to the phoneme /s/. The result-
ing compact and robust phoneme set and pronunciation specifica-
tion facil i tated the rapid development of an automatic
pronunciation generator that did not depend on external dialect
information.

Table 1. Consonants used in the phonetic set adopted.

The consonant set that we employed is described in Table 1. It
was derived from the standard set of Spanish phonemes [2, 10],
and was augmented by the five vowels (/a/,/e/,/i/,/o/,/u/) to form
the phonetic set used by the system. This produced a total of 24
phonemes plus silence. For comparison, in our English recog-
nizer, the number of base phonemes used for recognition is 50
(out of which 18 are vowels and diphthongs) plus silence and
hesitation noises. While our English recognizer does not include
syllabic or stress information, the set of diphthongs is included.

Table 2. Comparison of numbers of phonemes and tied
states (senones) for the CMU English and Spanish broadcast
news systems.

3.2. Automatic generation of pronunciations

Automatic generation of pronunciations is possible because
Spanish is a phonetic language with a very small number of
irregularities and exceptions in word pronunciation. The auto-
matic generation of pronunciations was performed using a simple
list of rules and exceptions. The rules determine the mapping of
clusters of letters into phonemes and the exceptions list covers
the most common morphemes with irregular pronunciations.

A perl  script using a finite-state algorithm was used to develop
initial pronunciations from the word list. The total number of
productions is approximately 120, including some acronym-han-
dling rules. A final manual pass on the most common words in
the lexicon was performed to modify the pronunciations of some
foreign words.

Consonant type Phonemes

Labial p,b,f,m

Dental t,d,v

Alveolar s,n,l,r,r

Palatal c,n,l,y

Velar k,g,x

English Spanish

Number of Phonemes 50 24

Number of Senones 6000 2500



3.3. Lexicon development

The lexicon was constructed by taking the 35,000 most frequent
words in the prefiltered Spanish Language News Corpus. Figure
1 depicts the coverage of the HUB 4-NE Broadcast news tran-
scripts as a function of the number of words extracted from the
Spanish Language News Corpus. An additional 5,000 words
extracted from the broadcast news transcripts were added to the
original list of 35,000 words for the evaluation.

Figure 1.Coverage of the Hub 4-NE Spanish broadcast news
training data versus the number of words from the Spanish Lan-
guage Newspaper Corpus used for the lexicon.

4. LANGUAGE MODELS

The language model used in every stage of the recognition pro-
cess is a Witten-Bell discounted trigram backoff language model.
Language model development consisted of text conditioning of
the Spanish Language News Corpus and  the determination of
language model cutoffs after the newspaper text was mixed with
the broadcast transcripts. A small reduction of the perplexity of
the language model developed from the news texts (when using
the Broadcast News transcripts as a test set) was achieved by
using Witten-Bell smoothing instead of Good-Turing.

4.1. Text conditioning

We developed our own set of tools to condition the text used for
language model training. This process included the standard type
of filters such as conversion of numeric quantities into words and
abbreviation expansion. Because of the large number of spelling
irregularities in the text corpus, and the necessity of obtaining
correct spelling and accentuation, a script that automatically
replaces unequivocally-misspelled words was constructed. These
efforts were especially important for this system because the
word bigrams and trigrams would frequently be the only source
of discrimination between two words that are phonetically equiv-
alent (according to our phonetic representation) but which are
written in a different way. For example, in the absence of stress
markers, the verbs in the phrasesyo acercoandel acercóare
identical in the pronunciation dictionary, and can be disambigu-
ated only through the language model.
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4.2. Language model development

The language model was constructed from the 40,000-word dic-
tionary using the CMU-CU Statistical Language Model Toolkit
Version 2.0 [3]. To provide robustness against spelling irregulari-
ties in the corpus, trigrams and bigrams not observed at least five
times in the corpus were excluded. The training data consisted of
157 million words from the five sources included in the Spanish
Text Corpus distributed by LDC.

Table 3 shows the test-set perplexity (for the training and devtest
set data of the Hub 4-NE broadcast news transcripts), and the
number of bigrams and trigrams in the language model as a func-
tion of the language model bigram and trigram cutoff values.
These cutoff values determine how many times a bigram and a
trigram must be observed in order to be included in the language
model. Higher values will permit the inclusion of fewer N-grams
with spelling errors into the model, but at the cost of higher per-
plexity. Lower values will include many more errors but will
result in lower perplexity. The final configuration used cutoff
value of 4 for both the bigrams and trigrams.

Table 3. Testset perplexity, number of bigrams and trigrams,
and error rate on the development test set of the Hub 4-NE
broadcast news database as a function of the bigram and
trigram cutoff values for the language model.

5. ACOUSTIC MODELS

The acoustic model development was based on the 30 hours of
training material with the aid of the Latino-40 database. Several
models of increasing complexity and state clustering decision
trees were obtained align the training process.

5.1. Phonetic classes for state tying

The senonic clustering trees [5] were constructed using 29 acous-
tic classes (not including word boundaries, noises and silence).
These classes were derived from phonetic classifications found in
[2] and [10]. In comparison, 46 phonetic classes were used for
the English-language evaluation.

5.2. Acoustic model initialization and training

Even though is possible to obtain initial models by using pho-
netic mappings across languages, we opted to train Spanish lan-
guage models using the small Latino-40 database provided by the
LDC, and then bootstrap through a series of increasingly more
complex acoustic models. The Latino-40 database consists of 40
speakers reading 125 short utterances each. We trained continu-
ous-density context-independent (CI) Latino-40 models starting
from flat distributions. These CI models then were used to seg-
ment the Latino-40 database to assign state boundaries to the
utterances, which was needed to build our senonic clustering
trees. After the trees were obtained, we trained continuous-den-
sity context-dependent (CD) Latino-40 models, and these CD

2G and 3G
Cutoffs

Testset
Perplexity

Bigrams,
Trigrams

Dev set
Word Error Rate

5, 5 98.12 1.4M 2.8M 23.5%

4, 5 97.12 1.6M 2.8M 23.5%

4, 4 96.3 1.6M 3.5M 23.2%



models were used to segment (through forced alignment) the
whole thirty hours of Hub 4-NE training material. Senonic trees
were then obtained based on the broadcast news material, and
continuous-density CD models were trained from the broadcast
news training set. Because less Spanish-language than English-
language acoustical data were available, we used a smaller num-
ber of senones, 2500, than for the English-language Hub 4 sys-
tem. Using density splitting we trained CD acoustic models using
2500 senones and 8 densities per senone, which were employed
for recognition (cf. Table 4). (In contrast, the non-telephone mod-
els for our English-language Hub 4 system consisted of 6000
senones and 20 densities per senones.) The single compact set of
models in the Spanish language system provided for faster
decoding.

Table 4. Development set word error rate as a function of
number of Gaussian densities per tied state.

6. RESULTS

Recognition results for each decoding stage for the Hub 4-NE
development test data are shown in Table 5. There is a reduction
in word error rate in each stage of the decoding except for the last
DAG rescoring stage. MLLR was performed after each DAG
rescoring. Experiments on the development test set indicated that
additional MLLR passes would yield no further improvement.
The word error rate on the final evaluation set data was 23.3%,
compared to 24.0%for the English language evaluation.

Table 5. Word error rate for development test set data at
different stages of decoding.

7. SUMMARY AND CONCLUSIONS

We described the structure and development process of the CMU
1997 H4-NE Spanish language broadcast news recognition sys-
tem. Through a single set of acoustic and language models, we
demonstrated a simple and robust recognizer which provided
good performance in the 1997 DARPA evaluation. This recog-
nizer was developed and tuned without bootstraping our models
from non-Spanish models.
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